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INTRODUCTION f:-:'.:-
The recognition of speech is one of many things that is carried out by humans with apparent ease, A
but that has been done by computers only at great cost, with high error, and in highly constrained situa- i
tions. Whether or not one is interested in machine-based speech recognition per se, the difficulties ';_;
encountered by such systems may be diagnostic of flaws in the theoretical frameworks that motivate f-__\::
them. We believe that part of the difficulty in such systems lies in the use of inappropriate features as :" -
units for recognizing and representing speech. But what are the appropriate units and how are they to AR

be found? In this paper we describe studies designed to determine whether these units can be learned. AT
We use a newly developed learning procedure for artificial neural networks. This approach not only

-
provides a way to leam to recognize speech, but also enables the required computations to be carried "\-}
out in parallel in a brain-like fashion. SN

The question "What are the units of speech perception?” has been long-standing and controversial. ::-'\-f-
The problem is that when one looks at the acoustic waveform, there are rarely obvious clues as to the WA
boundaries between segments, let alone an indication of what those segments are. The speech sound N
wave varies continuously and smoothly over time. There is nothing mysterious or unexpected in this; it N
is the acoustic consequence of the fact that the production of speech involves a high degree of coarticu- _"
lation (i.e., the mutual influence of neighboring sounds) with smooth transitions from one sound to f‘.:f'.',
another. 7

While one has the impression that speech is made up of concatenated "sounds," just what those :"
sounds are is debatable. At least eight different levels of representation have been proposed to inter- s
vene between the speech wave and the representation "word": spectral templates (Lowerre, 1976), o
features (Cole, Stern, & Lasry, 1986), diphones (Dixon & Silverman, 1976; Klatt, 1980), context- j\
sensitive allophones (Wickelgren, 1969), phonemes (Pisoni, 1981), demisyilables (Fujimura & Lovins. o -"\"-
1978), syllables (Mehler, 1981), and morphemes (Aronoff, 1976; Klatt, 1980). While these are ail rea- l:-f.}:
sonable candidates for representing speech, the problem is that they have not been derived, in a canoni- N
cal way, from the speech data itself. Leaming provides a systematic way to find recognition features in "M
data.

Whether or not the representations used in the perception of speech are innate or learned remains v
open, and we do not wish to take a strong position on this issue. However, much of the motivation for ,'.
supposing that internal representations in perception are innate has come from the apparent poverty of N
data and the weakness of learning algorithms. Recent developments in parallel distributed processing }f.';
(PDP) learning algorithms have demonstrated that a surprisingly small amount of data may contain suf- SN
ficient cues to its intrinsic structure so that rather simple learning rules can be used to induce this b
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2 ELMAN apd ZIPSER

structure. In the current paper we attempt to demonstrate the consequences of requiring that representa-
tions be leamable. To do this we have taught trainable networks a series of speech recognition tasks
and then examined the internal representations that are generated. The networks are extremely adept at
solving the recognition tasks. They spontaneously develop their own representations which sometimes,
but not always, correspond to our previous categories of representational units.

BACK PROPAGATION OF ERROR

In these studies we use a form of the "generalized delta-rule” known as "back propagation of error”
(Rumethart, Hinton, & Williams, 1986). This algorithm provides a technique for training a multilayer
network to associate many pairs of pattemns. The complete set of pattern pairs to be learned can be
thought of as the extensional definition of a vector-valued function whose domain is the set of input
patterns and whose range is the the set of outputs.

As learning schemes become more powerful, the set of functions that can be learned increases. For
example, the perceptron convergence procedure (Rosenblatt, 1962) can program networks to compute
linear Boolean functions such as AND and OR but not nonlinear ones such as XOR. The early gererali-
zations of the perceptron rule that extended the leaming set to patterns with continuous rather than
Boolean values are also limited to learning linear functions. Back propagation, on the other hand, can
program multilayer networks to compute all the Boolean functions. Since it is applicable to patterns
with continuous component values, back propagation can also deal with a much wider range of func-
tions.

Much of the significance of back-propagation learning stems from the fact that it is defined on a
neural-like network. An example of such a network is shown in Figure 1. The output of each unit is a
function of the weighted sum of its inputs. It is these weights that are changed as leaming proceeds.
Each layer in the back-propagation network can have any number of units. In the work described here
only strictly layered networks are used in which each unit in a layer receives inputs from every unit in
the layer below. Training proceeds in cycies. In each cycle a patten pair is chosen from the function
definition. The input pattern is applied to the first layer of the network, and the activity it generates is
passed successively to the other layers until it produces a pattern of activity on the output layer. This
output pattern vector is then subtracted from the correct output pattern to produce an error pattern. This
error in turn is used to adjust the weights in the output layer and then (by back propagation) to adjust
the weights in lower layers. The exact way the error is propagated back down through each layer con-
stitutes the novel part of the leaming rule. Discovering just how to do this correctly was the significant
accomplishment of Rumethart, Hinton, and Williams (1986). The details of their procedure, which we
have used in this work, are given in the caption of Figure 1.

When computations are programmed inductively in this manner, values from the range of the func-
tion must be available. Frequently these values are supplied by an extemnal source or "teacher,” which
assumes that such a teaching input is available; however, in certain situations, this assumption may be
an unrealistic. This raises the question of how to configure a system so it can leam, either without an
external teacher or with the kind of information more realistically available. Several solutions have
been proposed. One of the simplest and most elegant of these is to use teaching patterns that are the
same as the input or some fixed transformation of the input. While this would seem to limit us to
learning the identity function (or some fixed transformation of it), it has been shown that with this pro-
cedure the hidden units leam to represent the input patterns in terms of salient features. When the
number of hidden units is less than the number of input units, the information in the input is
represented at a lower dimensionality. In many perceptual problems this lower dimensional feature
representation is just what is needed as a basis for further processing. We use this approach in some of
the speech recognition ,tudies reported here.
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FIGURE 1. Strictly layered back propagation networks of the kind depicted in this figure were used for all the work described in
this paper. Before training begins, all the weights and biases are set to random values between —1.0 and 1.0. At the beginning of
each leamning cycle, i.e., at time ¢ = O for that cycle, the pattern generator provides an input patiern (x, x5 * - - x,) and a larget pat-
tern (¥y y3 - " ye) At time ¢ =1 the outputs of the input units are set equal the input pattern, that is: /[, = x,,

I;=xy ..., Iy =x. The output activities of the hidden units are set at time ¢ = 2 to
H; ¢+1) -squash(bia:ui 4‘}--t W,,”- Ity
j=1
where
1
:th(x)-l—+;7.

Similarly, the activity of the output units are set at 7 = 3 to
j=i
0; (1+1) = squash (biaso, > Wo ; H(t).
=t !

All these values are held constant until the end of the current learning cycle. The next step is to change all the weights and
biases according to the back propagation rule. At ¢ = 4 the output unit weights are changed by the rule
AWoi = n&oi H;
Abiasg =1 50;
80‘_ = -0)0;(1-0)
n = [earning rate constant.
Al ¢ = 5 the hidden unit weights are are changed by

AW,,‘ i= n&,,l, I;

Abl‘d‘H‘. bhad 115,,‘_
k=m

8y =MH, (1-H) 3 8o W,
k=l

For the derivation of these rules see Rumelhart, Hinton, and Williams (1986).
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4 ELMAN and ZIPSER

PRELIMINARY CONSIDERATIONS

Before back propagation could be used to recognize speech it was necessary to find a way to present
the sound to the network. The speech signal itseif changes with time but the networks require fixed
input and target samples. The approach we used here was to present the leaming network with fixed
input patterns each of which consists of a set of sequential samples. In some cases the individual sam-
ples in the input pattern were Fourier amplitude spectra; in other cases the actual digitalized sound
samples were used. Preliminary studies were carried out to find the workable ranges for the number of
frequencies and the amount of time that had to be represented in the input samples.

Another consideration was the way to normalize this data. The dynamic range of the Fourier spectra
is large, and the vast majority of the points have very low values. We found that certain versions of
the learning procedures had difficulty with this type of input, consisting of a vast sea of near zero
values with a few high peaks. The situation was further complicated by large amplitude differences
between exampies of the same sound.

We used two different strategies in preprocessing the input data. One strategy involved finding ad
hoc methods to deal with the problems raised by the amplitude and dynamic range. The other strategy
was to train a network to do the preprocessing itself. Details of these strategies will be given later.

DIRECT LEARNING OF PHONETIC LABELS

In our first series of studies we asked how a back-propagation network might solve the problem of
learning to label a set of highly confusable syllables. The basic idea was to use a spectrogram of a
sound as the input pattern and a target bit pattern with one bit position for each of the types of sound.
The task of the network was to learn to set the output unit corresponding to the sound type of the input
to 1, while setting all the other output units to zero. We chose the syllables [ba), [bi], [bu], [da], (di],
[dul], [gal, [gi], and [gu] because this set of three voiced stops, paired with each of three vowels, is
known to exhibit a high degree of variability due to coarticulation. Although listeners readily report all
versions of (for example) the {d] as sounding the same, the acoustic patterns corresponding to the con-
sonant differ greatly across the three vowel contexts. Indeed, this represents the paradigm case of per-
ceptual invariance coupled with acoustic variability.

The stumuli for the experiment were prepared as follows. A single male speaker recorded a set of
505 tokens of the set of nine syllables (about 56 tokens of each syllable). Tokens were recorded in a
moderately quiet environment, but with no particular effort at eliminating background noise; nor was an
attempt made to ensure a constant rate of speech or uniformity of pronunciatdon. Recording was carmed
out through analog-to-digital conversion at a 10 kHz sampling rate and low-pass filtered at 3.5 kHz.

The beginning of each consonant was located and an FFT analysis was cammed out over 6.4 ms
frames, advancing 3.2 ms per frame for 20 frames. The output of the FFT was reformatted to give
spectral magnitudes over 16 frequency ranges. As a result, each token was represented as a 16 x 20
array of positive values. Finally, these FFT magnitudes were normalized to the token average and
"squashed” using the logistic. Examples of the resulting values for several tokens are graphed in Figure
2.

The network used consisted of 320 input units, between two and six hidden units (in different condi-
tions), and as many output units as there were types to be labeled. The network used here and
throughout this work was strictly layered; i.e., every unit of the input and hidden layer was connected to
every unit on the layer above.

The data set of sounds was divided into two equal parts. One was used for training and the other
was kept for testing performance on untrained examples. On each cycle of the teaching phase the fol-
lowing occurred: (a) One of the syllables from the training set was selected at random and applied to
the input layer; (b) activation was propagated up from the input layer to the hidden layer, and from the
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FIGURE 2. Graphs of examples of the nine sounds [ba], [bi], [bul, [dal, [di], [du], [ga], [ga], (gi], and {gu]. To generate this data
the release of each stop was located under computer control, and syilables were edited to include 5§ ms before the reiease and suffi-
cient time following release to allow 64 ms of FFT. A 64-point FFT was carried out over Hamming-windowed frames, advancing
32 points per frame. Each token consisted of an array of twenty 3.2 ms frames; within each frame the FFT output was reformatted
to give spectral magnitudes over 16 evenly spaced frequency ranges, then normalized to the average for the token. These values
were then transformed using the logistic function y=1/(1 = ¢ ™). This procedure maps all values to the range 0 to 1, and the
average to about 0.46. Since the median for the amplitude spectra is generally just a bit greater than the average this procedure
guarantees that about half of all values are mapped to each side of 0.5, which is beneficial for back-propagation learing.

hidden layer to the output layer; (c) the error for each output unit was calculated and back propagated
through the network, ard the weights were adjusted according to the leaming rule.

The trained network was tested by scanning through all members of the training and naive data sets.
The result for a token was scored as correct only if the value of the output unit that should be 1 was
greater than 0.5 and the values of all the other output units were less than 0.5.

Three versions of simple phonetic labeling were run. In one, nine labels were used, corresponding to
the nine sound types. In the other two, three labels were used, corresponding either to the three vowels
(ignoring the consonant in the same syllable) or else to the three consonants (ignoring the vowels). In
all cases more than 100,000 training cycles were run. This extensive training was used because we
were interested in ultimate performance.

In all three versions, the networks always were able to learn to label the training set perfectly; that is,
there were no errors in the classification of either sound type (the syllable, the vowel, or the consonant).
When presented with the data from the naive set, the network trained to label whole syllables made an
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6  ELMAN and ZIPSER

average of 16% errors. The networks trained to label vowels and consonants made an average of 1.5%
and 7.9% errors, respectively. The results for the vowels and consonants were about the same whether
two or three hidden units were used.

We found that the performance could be improved by introducing certain kinds of noise into the
samples. Simply adding random noise to the inputs degraded performance. However, if the samples
were distorted by adding noise proportional to each value, performance was significantly improved.
This random distortion was accomplished by replacing each input value x by (x +xr), where r is ran-
domly chosen from the range -0.5 to 0.5. When tested without noise the training sets still learned per-
fectly. On naive data, the performance for syllables, vowels, and consonants was 10%, 0.3% and 5.0%
errors, respectively. This means that a recognizer based on vowels and consonants would have an accu-
racy of about 95%.

There are several reasons why training in noise should increase the model’s ability to generalize.
First, the noise effectively expands the data set; each syllable is represented by a larger number of
exemplars. Second, and probably more important, the introduction of noise helps to blur stmulus
ideosyncracies that might be learned in place of the phonetically valid features. This results in greater
error during the teaching phase, but better generalization.

Now let us turmn to the hidden units. They restructure the input patterns in such a way as to provide
input for the final (output) layer. In the process of carrying out this mapping, they encode the input
patterns as feature types. One can ask what sorts of features become represented in the hidden units as
a result of the teaching phase. These internal representations may provide a clue as to how the
phonetic categorization is accomplished.

In order to visualize the relationship between hidden unit activity and input sound type we used a
technique that displays the average activity of each hidden unit at a different spatial position for each
sound type. Examples of the hidden unit activity patterns obtained in this way are shown in Figure 3.
Every hidden unit has become absolutely correlated with a subset of sound types. Hidden units have
outputs of 1 for some sound types in this set and O for others. In addition some hidden units produce a
wide range of output values for tokens not in the absolute correlation set. The correlation subsets can
be vowel-like or consonant-like, in that a unit is completely on or completely off for some consonant or
vowel. In the example illustrated for the nine label case, for example, two of the hidden units are
vowel-like and two consonant-like. Not infrequently a unit cleanly represents a single vowel or con-
sonant in its on activity. [t is interesting that each time the leamning procedure is rerun, using different
random initial weights, a different pattern of hidden unit correlations is observed. However, while
several unit patterns occur often, some never appear at all. For example, no hidden unit has ever been
found that that represents the (u] sound alone by an on unit. This contrasts with {a] and (i] which can
be so represented.

Another version of label learning was carried out in which a larger number of phonetic labels was
employed, reflecting a finer-grain phonetic analysis. Each of the nine syllables was divided into a con-
sonantal portion and a vocalic portion. The consonantal stimulus corresponded to the first 32 ms of the
svilable (starting 5 ms before release of closure) and the vocalic stimulus corresponded to the 32 ms of
the syllable that occur 150 ms after the release of closure. This vielded 18 new stimuli. Each of the 18
stimuli types was given its own digital label, with labels randomly assigned to nine-bit codes. A net-
work consisting of 320 input units, 6 hidden units, and 9 output units was trained on 1,000,000 leamming
cycles of these 1010 (505 x 2) stimuli.

The correlations between hidden unit activity and sound type is displayed in Figure 4. There are 6
columns, corresponding to the 6 hidden units, and 18 rows, corresponding to the 18 stimulus types.
The phonetic segment is indicated by an upper case letter, and its context by a lower case letter. Thus,
"Ba" refers to tokens of a voiced bilabial stop, extracted from the syllable {ba]; whereas "dI" refers to
tokens of a high front vowel, extracted from syllable [di].

Figure 4 allows us to look at the internai representation that has been developed in order to encode
the 1010 tokens as 18 phonetic types. The representation is interesting in several respects. First, we
see that one hidden unit (Unit 4) is always on for the first nine types, and off for the last nine types. It
thus serves as a ConsonantVowel detector. Note that the leamning task has not explicitly required that

RIRTCIAT

r e
-



LEARNING THE HIDDEN STRUCTURE OF SPEECH 7
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FIGURE 3. Panels A-E dispiay hidden unit response patterns for different versions of the back propagation phonetic labeling net-
works. Each column shows the behavior of a single hiddea unit for all nine sounds. The activity of the units is coded in the
degree of darkening of the rectangle associated with each sound. A completely black rectangle indicates a umt with average acuvity
of about 1.0 for that sound. Likewise a white rectangle (ot delineated against the background) indicates an average acuvity near
0.0. The shaded rectangles indicate intermediate average activities. Panel A is from a four hidden unit network trained with nine
labels signifying syllables. Panels B and D are from networks trained with three vowel labels, while C and E were trained to
recognize three consonants.
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. FIGURE 4. A graph of the hidden unit activity associated with each of the 18 speech inputs. Each column shows the behavior of
a single hidden unit for all 18 speech sounds. Upper case letters indicate which portion of a CV syllable was presented (consonant
or vowel); lower case letters indicate the context

this distinction be drawn. The network has simply been asked to learn 18 phonedc labels. It happens
that the ConsonanvVowel is a useful dimension along which to classify types, and this dimension is
. implicit in the stimuli. In other cases we see that it is not as easy to interpret single hidden units by
themselves. When both Unit 2 and Unit 4 are on, a velar stop (Ga, Gi. Gu) is signaled; otherwise, the
vowel [i] is indicated.
- One very striking result is the response pattern for Unit 0. This unit is always on (and onlv on) for
the alveolar stops (Da, Di, Du). What makes this so surprising is that the alveolar stops exhibit a great :
deal of acoustic variability across different vowel contexts. The task simply required that the network
learn labels for the three different alveolar allophones; it was not required to group these together in
any way (indeed, there was no feedback that informed the network that any relationship existed
between these three types). Nonetheless, the network has spontaneously deterruned a representation in
which these allophones are grouped together.
The weights connecting the input to the hidden units are a kind of filter through which the sound
* stimuli pass to determine hidden unit actvity. The shape of this filter is indicatve of the sound
features recognized by the hidden units. Examining these weight profiles can give us some understand-
ing of these features. Figure 5 shows graphs of the input weights for hidden units with outputs at 1 for
. only a single sound or a pair of sounds. In the column on the left, the weights for several vowel-
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FIGURE 5. These are graphs of the weights connecting the input sound array to the hidden units. Each graph represents a single
hidden unit The weights are piotted at positions that correspond to the frequency and time of their attached input. The format of
time and frequency in these graphs is the same as in Figure 2. The hidden units are all from networks trained to recognize either
vowels or consonants. The hidden units are on only for the sounds indicated in the lower right-hand comer of each graph. The left
hand column has complete graphs. The other two columns have flood graphs, representing only that portion of the graph above a
high tide of 0.7 the whole range of weight values. All values below the high tide value are set to the high tide value. The center
column is based on the same data 2s the one to the left. The compiete graphs for the right-hand columa are ot shown.

recognizing units are depicted. The patterns are very complex and litle can be gleaned from them. In
the next column a more interpretable "flood” plot of the same data is shown; the flood plot shows oniy
those peaks above some "high tide" level. The important differences between the weight arrays become
apparent, showing some of the basis for distinguishing between the various sounds. The last column on
the right is a flood plot of some consonant-recognizing units. The flood plots of the vowel-recognizing
units and the consonant-recognizing units reveal only part of the story. The negative peaks are also
important in the recognition process. And the importance of the finer scale structure of the weight
matrix is not yet known.

Results from these studies of phonetic label learning indicate that this approach has considerable
power and can be successful even given a highly confusable set of stimuli. Furthermore, the back-
propagation technique results in internal representations that have interesting properties.

One important difficulty with this approach is the origin of the phonetic labels. The direct teaching
technique requires that for each speech stimulus the correct label be known. It would seem desirable
not to have to make this assumption. For example, from the viewpoint of child language acquisition we
are put in a bit of a teleological quandry if we must assume that children know the labels of the sounds
they are learning, before they learn them. This consideraton led us to investigate identity mapping as a
way to learn phonetic features.




At h
.‘.‘.‘n.

A

WO YOOI

A R
STt

i .

oY,

et 4

10 ELMAN and ZIPSER

IDENTITY MAPPING OF SPECTROGRAMS

In the previous study, the input and output patterns were different; the input was a known speech
stimulus and the output was its abstract phonetic label. This interpretation of input and output are nei-
ther available nor necessary to the operation of the leamning algorithm. It is simply learning a function
that relates two patterns. One can apply the learning algorithm in a different mode in which the input
and output pattern are the same. This mode, which we call identity mapping (it is also known as auto-
association [Ackley, Hinton, & Sejnowksi, 1985]), does not require an external teacher. Idenuty map-
ping a large pattern via a layer of a few hidden units has been shown to yield useful internal representa-
tions that give explicit information about the structure of the input patterns (Cottrell, Munro, & Zipser.
in press; Zipser, in press). We have used identity mapping with the same sounds described above to
see if useful internal representations can be learned in the absence of a prion knowledge about the
"meaning” or "names” of pattemns. We find that the hidden units in idenuty mapping come to represent
both previously identified speech features and new, not easily described, features.

The stimuli for this experiment were identical to those used in previously. They consisted of 505
tokens of the nine consonant-vowel (CV) syllables, represented by normalized and squashed power
spectra. The network had 320 input units, between 2 and 10 hidden units, and 320 nutput units. The
training phase was similar to the labeling studies, except that the target output pattern was always ident-
ical to the input pattern.

In Figure 6A we see an example of the hidden unit activations that developed after about 150.000
learning cycles. Unit 3 is a vowel unit since it is swongly on for all {a] and off for the other vowels.
Units 2 and 4 are consonant-like units since they are on quite strongly for two consonants and off for a
third. Unit 3 is vowel-like but encodes some consonant information also. Units 5 and 6 cannot be
characterized in terms of vowels and consonants; they represent some feature that is not easils
described.

Different hidden unit activation patterns are obtained on each independent run of the same learning
problem, but the same general kinds of hidden units are found. Sometimes hidden units represent 3 sin-
gle vowel or consonant. More often they represent a strongly correlated encoding of mixed sound types
as is the case with Unit 1. Units like 5 and 6, which recognize some enigmatic feature are also quite
common. In general, the fewer the number of hidden units, the more swongly correlated with sound
types they become.

While the identity mapping network we have described was trained on speech that was not phonet-
cally labeled, the speech tokens had been laboriously presegmented into syllables. It occurred to us that
the identity mapping network might be able to segment continuous speech. The reason this might be
possible is that error would be expected to be at a minimum when the sounds used for rasming were in
register on the input units. These error minima would then signal the boundanes between svilables.

To test this possibility we synthesized a pseudo-continuous speech by stringing together examples ot
the nine sound types in random order and shifting this sequence through the input one ume-step per
cycle. This resulted in an stimulus that had a complete sound token correctly in register with the nputs
only once every 20 cycles. On all the rest of the cycles the wnput consisted of part of the end of one
token and part of the beginning of another. Networks that had been fullv taned to idenuty map
presegmented sounds were used for this study, but ther leaming mechanism was turned off. On each
shift cycle the total error was computed. (This error 1s just the sum-squared difference between the
input and output patterns.) The results are shown in Figure 6B.

The error signal has a clear periodic component, decreasing to an identifiable mimimum each nme 2
single token is in register with the input. The reason for this is that when a CV svllable 1s 1n svn¢. the
network "recognizes” one of the input patterns it has been trained previously on  This results 1in low
error. On the next testing cycle, the shifted input pattern sull resembles one of the learned patterns o
eror is relatuvely low, but as the shifting stimulus gets increasingly out of registrauon, the error

! Kohonen, Rittinen, and Haltsonen (1984) have used a simular scheme in their speech recogmition svstem
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FIGURE 6. A. Hidden unit respouse patterns from a network that had been trained to identity map the nine syllables listed on the
left side. The average activity values are encoded in the same way as in Figure 3. 8. Stripchart-like plots of the total error from
an identity mapping network as sound tokens are continuously shifted through the input space as described in the text The net-
work is the same one whose hidden unit activities are shown in A above. The “<" marks indicate times whea syllables are in regis-
ter 1 the input space. The lower pagel is a continuation of the right end of the upper one.

increases The results of this simplified study indicate that identity mapping networks could be used for
segmenting continuous speech. One can also envisage using multiple networks to process speech in
parallel. A network trained on identity mapping could be used to locate syilable boundaries; an error
minimum could then be used to activate analysis by a second network that had been trained to do
phonetic labeling.

We have seen that identity mapping can be used to learn salient features without labeling and may
also be useful in segmenting speech. But we are limited by the need to presegment the input for train-
ing purposes. This is an undesirable limitation because it requires a teaching environment that may be
richer than that available to the human leamner. In the next section we try to remove the requirement
for presegmentation of the sound stimulus.
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IDENTITY MAPPING OF CONTINUOUS SPECTROGRAMS

The goal in this study was to see what sort of representation might result if a network were trained
on continuous speech. As in the previous study, the task is to identity map the input. In this case, we
drop the restriction that the input must correspond to a CV syllable. Instead, the speech input consisted
of a corpus of 15 minutes of running speech. A text was created that contained (a) the digits from O to
9, (b) the 500 most frequent words from the Kucera-Francis corpus (Kucera & Francis, 1967), (c) a
phonetically balanced word list of 100 items, and (d) a prose passage. The corpus was read in a
conversational manner by a male speaker at 2 moderate rate under relatively quiet conditions, filtered at
3.5 kHz, and digitized at a 10 kHz sampling rate. The speech was hamming-windowed and analyzed
by a 128-point FFT using overlapping windows that advanced 64 points per frame. The power spectra
were reduced to 32 frequency bins, normalized, and squashed in a manner similar to that described
above.

The network was made up of three layers; the input layer contained 640 units, the hidden layer had &
units, and the output layer contained 640 units.

Given the magnitude of the corpus, the computational requirements of learning such a database to an
acceptable level of error are considerable. Pilot studies ran for approximately 2 weeks on a VAX
11/750 digital computer (with FPA). For this reason we carried out further studies on the Cray XMP-4
computer of the San Diego Super Computer Center.

The network was trained on the corpus for 1,000,000 learning cycles. We experimented with two
modes of presentation. In one mode, the speech was passed through the input layer of the network in a
contnuous fashion; after each learning cycle the input layer of the network was advanced by one time
interval so that there was considerable overlap from one cycle to the next. In the second mode, a sec-
tion of the corpus was selected at random for identity mapping; eventually all possible (overlapping)
portions of the utterance were seen by the network. In pilot work, we found no differences between the
two modes; the random mode is the one we adopted for our studies.

At the completion of the leamning phase, the network had been trained on an extensive body of
speech. The speech corpus contains approximately 140,000 different input patterns (each pattern con-
sisting of 640 numbers). Our hope was that this sample was both representative of the variety of
speech patterns for the speaker, while at the same time containing enough regularity that the network
would be able to successfully encode the patterns. One graphic view of the representation that is built
up is shown in Figure 7. At the bottom of the figure we see a spectrogram of a section of the training
corpus. Shown above it are eight lines that graph the activations of the hidden units when the speech
shown at the bottom is passed through the network. These plots can be thought of as a kind of feature
representation of the speech. It is clear that feawres have steady-states that last for roughly syllable-
sized periods of time. It has proved difficult, however, to give an interpretation of the content of these
features. An important question is how much information has been preserved by the encoding contained
in the eight hidden units. One can test this by seeing whether it is possible to teach a network the
phonetic labels for speech sounds when we use the hidden unit representation of the identity mapped
speech rather than the speech itself. This involves two steps. First, we take the nine CV syllables used
before, pass them through the network previously trained on the Cray (using the 15-minute speech
corpus), and then save the hidden unit activations that result. In the second step, we use the hidden unit
activations to train a second network to label the activation patterns as [ba], [bi), [bu], etc. This step is
analogous to the previous labeling studies, with the important difference that the input now is not
speech but the representation of speech derived from the Cray-trained network. The labeling network
had 560 input units (to accommodate 70 time slices, each time slice lasting 6.4 ms and being
represented by eight hidden unit values), 8 hidden units, and 9 output units. The nine output units were
used to encode the nine different syllable types.

After approximately 100,000 learning cycles the hidden unit activity of the labeling network had a
reasonably distinct pattern that distinguished the nine different syilables. A more rigorous test is to see
how many categorization errors are made by this network. There is an overall error rate of 13.5% (false
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FIGURE 7. Hidden unit activity from a network that has been trained on a large, unsegmented speech corpus. The output activity
of the eight hiddea units is ploted on strip chart-like graphs as a sample of the speech corpus is shifted through the input space of
the network. The bottom segmeant of the figure shows an FFT of the sound to which the hidden units are responding. The vertical
timing lines are 600 ms apart. The numbers 1-8 on the left side indicate the individual hidden units.

reject = 10.4%, false accept = 3.1%), but most of it is due to a very high error rate in labeling [ga]. If
this syllable is removed, the overall error rate drops to 5.8%.

This result is quite encouraging. It indicates that a degree of dimension reduction has been achieved
by the corpus trained network using only eight hidden units, without an enormous loss of information.
The encoded representation is rich enough that the identity of the original speech can still be extracted.
Furthermore, we also see that we were able to create a feature representation without segmenting the
data or knowing its phonetic identity. Indeed, features obtained in this way may eventually be useful
for the task of segmentation.

One assumption we made in these studies was that the power spectra of the speech provides a good
initial representation of the speech. This is not an unreasonable assumption, and there are in fact many
additional assumptions one might have made (such as the use of critical bands, pre-emphasis of higher
frequencies, etc.). Nonetheless, an important goal of this investigation has been to see how much of the
structure of speech could be discovered with minimal a priori assumptions about what were meaningful
transformations or representations of the data.

In this spirit, we wondered what might happen if we abandoned the use of the FFT to train the net-
work. Suppose we simply presented the network with the unanalyzed digitalized waveforms? This is
what we did in the final study.

IDENTITY MAPPING OF CONTINUOUS RAW SPEECH

In this study we attempted to see whether a useful input representation could be built up from con-
tinuous speech using the digital waveform itself.

The first speech corpus we used consisted of the simple sentence, This is the voice of the neural nei-
work (with a duration of approximately 4 seconds). The speech was kept as a series of 16-bit samples,
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X each value representing an A/D converter voltage, with samples occurring at 100 microsecond intervals.
The network was made of 50 input units, 20 hidden units, and 50 output units. As in the previous

o experiment, random sections of the corpus were selected and presented as input and target for identity
mapping. Since each such section contained 50 samples, the network’s input window covered S ms of

" speech.

< The use of pulse code modulated (PCM) speech in identity mapping makes it very easy to test the

? network’s performance simply by collecting the output and converting it back to analog form. This

requires that the output layer contain linear units; so, while the hidden layer remained nonlinear, the
output layer was linear.

After one million leamning cycles, we froge the weight values and fed the whole training data set
through the network as a sequential stream of nonoverlapping 50 sampie inputs. The output was con-
verted to analog form and played over speakers. The result was high-quality speech; spectrograms of
both the input and output are shown in Figure 8.

We were interested in seeing how well the network weights would generalize to novel speech. To
test this, we retrained the network using 4 minutes of the full speech data base that was used in the
Cray training study (but in PCM form, rather than as power spectra). We reasoned that this larger and
more varied training set would be needed in order to learn features that would have general applicabil-
ity. Learning proceeded for one million cycles, using the same presentation method as with the simple
sentence. It is worth noting that because this data set contained 2.5 million different 50-sample patterns
less than half the data was seen, and any pattern that was presented was typically seen only once.

The resultant network was then used as a filter for the original neural network sentence. A spectro-
gram of the output is shown in Figure 9; it is somewhat degraded compared with the filter that is
trained on the sentence itself, but is still quite understandable.

One natural question to ask is what kind of encoding the hidden units have discovered. In Figure 10
we see spectrograms of the outputs of the individua! units in response to the neural network sentence.
It is clear that the responses do not resemble single sines or cosines, showing that the units have not
learned a Fourier decomposition. One thing that is striking is the extent to which the hidden units’
spectral responses are similar. If one compares the spectrogram of the input sentence itself (Figure 8)
with those of the hidden units, one sees the way in which this is so. Most of the hidden unit response 4
frequencies tend to center around the regions of the spectrum that are relevant for speech (this is not the X
case for all units; there are some that are distinctly different). The units have thus concentrated mainly
on those arezs of the spectrum that are relevant for encoding the speech data. The results obtained here
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FIGURE 8. Spectrograms of both the input and output a network trained to identity map PCM speech M
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FIGURE 9. A spectrogram of the output of the network of Figure 8 given as input the "neural network” sentence that it had never ::-‘.'h
seen. ‘(\.
R
with sound are analogous to those found for visual images by Cottrell, Munm, and Zipser (in press). ':
Since these authors were able to demonstrate considerable bandwidth compression using the hidden unit ’:::‘:'.~
representations, we would expect that bandwidth compression has also occurred for sound. RN
The time scale of the hidden unit features is quite short (the features encode events on the order of 5 _,,:-
ms). We are primarily interested in features, but also in representations that encode larger events. i o
Therefore, we constructed a second level network that took as its input the hidden unit representation
derived from the first network and identity mapped it to an output layer. This second network had 400 "_:- »
input units, 10 hidden units, and 400 output units. It was able to look at representations corresponding '.j-::j-
to 100 ms (i.e, it saw 20 groups of 20 hidden unit inputs at a ime, and each group of 20 hidden units T
came from 5 ms of speech in the first network). .:::.;
The first network in this two-level system was the one trained on the extended speech corpus, and S
had its weights fixed. It was given a repeated sequence of nonsense syllables, {ba] [ba] [ba] (ba] (in KOGy
PCM form), as a continuous stream of nonoverlapping 5 ms inputs. Every 5 ms the 20 hidden unit Tk,
activations from this first network were passed to the input layer of the second network. After 400 Ny
such units had been collected by the second network, it did one cycle of learning in an identity map- e
ping mode. On each succeeding learning cycle the input pattern in the second network was shifted left SN
by 20 units, and a new 20 units were received from the first network. This sequence of events contin- o
ued until approximately 800,000 leaming cycles had occurred in the second network (remember that the .o, X
first network had already been trained and was not subject to leamning; it was simply acting as a pre- \:::-',.
processor that formatted the speech in a manner analogous to the FFT used previously). "
After the second network was trained on the hidden unit representations, we froze the weights in the Sy
second network. We then ran the input through both networks in a continuous stream. As we did this, :‘
we examined the pattern of 10 hidden unit activations in the second network. These hidden unit pat- s
terns indicate the syllable onsets. Our goal now is to explore the usefulness of this higher level of
representation for recognizing larger sets of speech units, although at this point we remain noncommital e
about what those speech units will be. j.:-j._-
N
Y
CONCLUSION .
The series of experiments reported here are clearly preliminary in nature. There are a large number ::'_ o
of questions that are raised by this work, and it is easy to think of many alternative ways of posing the R
problems we have presented the networks. Nonetheless, we find this approach to discovering the hidden :.}'-:'
structure in speech exciting for a number of reasons. i

Power. The domain of speech processing is an extremely difficult one. There are a large number of . :f-:-
problems of both practical and theoretical nature which remain unsolved We believe that the experi- N
ments described here demonstrate that the PDP framework and the back-propagation method for learn- g
ing are extremely powerful.
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FIGURE 10. Spectrograms of the outputs of the 10 (of the 20) individual hidden unts, from the network of Figure 9, in response
to the "neural network” sentence.

In the first labeling study we saw that it was possible to build a system that could be taught to
correctly categorize a number of highly confusable phonetic segments; and that having learned this, the
network was able to generalize the categonzation to novel data. We are optimistic that the
performance—which was good—can be improved with refinements in the technique. We are particu-
larly impressed with the fact that an encoding was found in which one hidden unit became active when-
ever an alveolar stop was presented, regardless of vocalic context, and of another which did the same
for velar stops. It is well known that both of these consonants exhibit a great deal of contextual varia-
bility, and the spontaneous discovery of an invanant feature is surprising and gratifying.

Representations. An important goal in this work was to study the representations that result from
applying the back-propagation learning algonithm to speech. We feel this is an important area, which
we have just begun to study. I[n some cases the representations that are discovered are intuitively sensi-
ble and easy to interpret. [n the labeling studies the ConsonanvVowel distinction was encoded by a
single umit. In other cases we saw that the representation itself assumed a dismibuted form, with groups
of hidden units participating in (for example) the encoding of place of articulaton. It is interesting that
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the specific representations may vary when learning experiments are replicated. This suggests that mul-
tiple networks leaming the same data m..y provide a richer representation than any single network.
Finaily, we saw in the PCM identity mapping studies that the algorithm finds solutions that are highly
expedient. The spectral decomposition that was carried out was clearly tuned for speech: the majority
of units had responses that focused on several regions of the spectrum, and these were precisely those
regions that are highly relevant for speech.

Innate vs. learned representations. We do not believe that the work described here necessarily
makes strong claims that the perceptual representations by humans are learned. On the other hand, we
believe that the work does argue against making strong claims that such representations must be innate.
The tendency, in linguistics perhaps more than psychology, has been to assume that much of the
representation apparatus used in processing language must be learned. In large part, that is because it
has seemed to many people that the representations are complex and often arbitrary and that the input
data available to the language learner for those representations is impoverished.

We feel that this study encourages the belief that more information about the structure of speech is
extractable from the input than has been supposed. The back-propagation method of learning may not
in fact be what is used by humans. Sdll, it at least demonstrates that one relatively simple algorithm
does exist that is capable of uncovering a great deal of structure in a small sample of speech. It is our
hope, based on these preliminary studies, that it will be possible to construct a hierarchy of learning
networks that will spontaneously learn to recognize speech using only extensive examples of input
speech, loosely synchronized with transcribed text. We further hope that this task can be accomplished
in such a way as to shed light on the actual mechanisms used by the brain.
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Paul Smolensky. Harmony Theory: A Mathemarical Framework for Stochastic Parallel Pro-
cessing. December 1983. Also published in Proceedings of the National Conference on Artifi-
cial Intelligence. AAAI-83, Washington DC, 1983.

Stephen W. Draper and Donald A. Norman. Software Engineering for User Interfaces. Januarv
1684. Also published in Proceedings of the Seventh International Conference on Sofnvare
Engineering, Orlando, FL, 1984.

The UCSD HMI Project. User Centered System Design: Part [I, Collected Papers. March
1984. Also published individually as follows: Norman, D.A. (1984), Stages and levels in
human-machine interaction, International Journal of Man-Machine Studies, 21, 365-375;
Draper, S.W., The nawre of expertise in UNIX; Owen, D., Users in the real world; O'Malley,
C.. Draper, S.W,, & Riley, M., Constructive interaction: A method for studying user-computer-
user interaction; Smolensky, P., Monty, M.L., & Conway, E., Formalizing task descripdons for
command specification and documentation; Bannon, LJ., & O'Malley, C., Problems in evalua-
tion of human-computer interfaces: A case study; Riley, M., & O'Malley, C., Planning nets: A
framework for analyzing user-computer interactions; all published in B. Shackel (Ed.).
INTERACT 84, First Conference on Human-Computer [nteraction, Amsterdam: North-Holland,
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8406.

8407.

8408.

8501.

8502.

8503.

8504.

850s.

8506.

8507.

1984; Norman, D.A., & Draper, S.W., Software engineering for user interfaces, Proceedings of
the Seventh International Conference on Software Engineering, Orlando, FL, 1984.

Steven L. Greenspan and Eric M. Segal. Reference Comprehension: A Topic-Comment Analysis
of Sentence-Picture Verification. April 1984. Also published in Cognitive Psychology, 16.
556-606, 1984.

Paul Smolensky and Mary S. Riley. Harmony Theory: Problem Solving, Paralle! Cognitive
Models, and Thermal Physics. April 1984. The first two papers are published in Proceedings of
the Sixth Annual Meeting of the Cognitive Science Society, Boulder, CO, 1984.

David Zipser. A Computational Model of Hippocampus Place-Fields. April 1984.

Michael C. Mozer. Inductive Information Retrieval Using Parallel Distributed Computation
May 1984.

David E. Rumelhart and David Zipser. Feature Discovery by Competitive Learning. July 1984
Also published in Cognitive Science, 9, 75-112, 1985.

David Zipser. A Theoretical Model of Hippocampal Learning During Classical Conditioning
December 1984.

Ronald J. Williams. Feature Discovery Through Error-Correction Learning. May 198S.
Ronald J. Williams. Inference of Spanal Relations by Self-Organizing Nerworks. May 1985,

Edwin L. Hutchins, James D. Hollan, and Donald A. Norman. Direct Manipulation Interfuces
May 1985. Also published in D. A, Norman & S. W. Draper (Eds.), User Centered Svstem
Design: New Perspectives on Human-Computer Interaction, 1986, Hillsdale, NJ: Erlbgum.

Mary S. Riley. User Understanding. May 1985. Also published in D. A. Norman & S. W
Draper (Eds.), User Centered System Design: New Perspecnves on Human-Computer Interaction.
1986, Hillsdale, NJ: Erlbaum.

Liam J. Bannon. Extending the Design Boundaries of Human-Computer Interaction. May 1985,

David E. Rumelhart, Geoffrey E. Hinton, and Ronald J. Williams. Learning Internal Represen-
tations by Error Propaganon. September 1985. Also published in D. E. Rumelhart, J. L.
McClelland, & the PDP Research Group, Parallel Distributed Processing: Explorations in the
Microstructure of Cognition: Vol. 1. Foundations, 1986, Cambndge, MA: Bradford Books/MIT
Press.

David E. Rumelhart and James L. McClelland. On Learning the Past Tense of English Verhs.
October 198S5. Also published in J. L. McClelland, D. E. Rumelhart, & the "DP Research
Group, Parallel Distributed Processing: Explorations in the Microstructure of Cognition: Vol 2.
Psychological and Biological Models, 1986, Cambridge., MA: MIT Press/Bradford Books.
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David Navon and Jeff Miller. The Role of Qutcome Conflict in Dual-Task Interference. Januury
1986.

David E. Rumelhart and James L. McClelland. PDP Models and General I[ssues in Cognitive
Science. April 1986. Also published in D. E. Rumelhart, J. L. McClelland, & the PDP
Research Group, Parallel Distributed Processing: Explorations in the Microstructure of Cogni-
tion. Vol. 1: Foundations, 1986, Cambridge, MA: MIT Press/Bradford Books.

James D. Hollan, Edwin L. Hutchins, Timothy P. McCandless, Mark Rosenstein, and Louts
Weizman. Graphical Interfaces for Simulation. May 1986. To be published in W. B. Rouse
{Ed.), Advances in Man-Machine Svstems (Vol. 3). Greenwich, CT: Jai Press.

Michael 1. Jordan. Serial Order: A Parallel Distributed Processing Approach. May 1986.

Ronald J. Williams. Reinforcement Learning in Connectionist Networks: A Mathematical
Analysis. June 1986.

David Navon. Visibiliry or Disability: Notes on Antention. June 1986.

William Appelbe, Donald Coleman. Allyn Frakin., James Hutchison. and Walter J. Savitch.
Porang UNIX to a Nerwork of Diskless Micros. June 1986.

David Zipser. Programming Neural Nets o Do Spatial Computations. June 1986.
Louis Weizman. Designer: A Knowledge-Based Graphic Design Assistant. July 1986.

Michael C. Mozer. RAMBOT: A Connectionist Expert Svstem That Learns bv Example. August
1986.

Michael C. Mozer. Early Parallel Processing in Reading: A Connectionist Approach.
December 1986.

Jeffrev L. Elman and David Zipser. Learning the Hidden Structure of Speech. Februarv 1987,

N, -'.‘ [}

RS
SN
v

".’. L.
: .
‘vete’s
. » "

PR
AN



AL LA LM EGLAAAS AL AL A G AL Sl b ADag i h

R
i
PN
1
4.\'.\
SN
2
-
Earlier Reports by People in the Cognitive Science Lab :';:;;::
e
‘:/,'-l'
The following is a list of publications by people in the Cognitive Science Lab and the Institute tor ;-::
Cognitive Science. For reprints, write or call: g
SRS
Institute for Cognidve Science, C-015 '_":‘_.f_-'_
University of California, San Diego T
La Jolla, CA 92093 AR
(619 452-6771
ONR-8001. Donald R. Gentner, Jonathan Grudin, and Eileen Conway. Finger Movements :n
Transcription Typing. May 1980. L
ONR-8002. James L. McClelland and David E. Rumelhart. An [nteractive Activation Model +f the -~
Effect of Context in Perception: Part I. May 1980. Also published in Psvcholov:cal s
Review. 885, pp. 375-401, 1981. R
ONR-8003. David E. Rumelhart and James L. McClelland. An [nteractive Activaton Modei .1 . T
Effect of Context in Perception: Part II. July 1980. Also published in Psvcholov: ui "j | _‘-::
Review, 89, 1, pp. 60-94, 1982, S
ONR-8004. Donald A. Norman. Errors in Human Performance. - August 1980, | 3
ONR-8005. David E. Rumelhart and Donald A. Norman. Analogical Processes in Learmng. "'

September 1980. Also published in J. R. Anderson (Ed.), Cognitive sills and iheir
acquisition. Hillsdale, NJ: Erlbaum, 1981.

ONR-8006. Donald A. Norman and Tim Shallice. Attention to Action: Willed and Autrmun
Control of Behavior., December 1980. .

ONR-8101. David E. Rumelhart. Understanding Understanding. January 1981. .

ONR-8102. David E. Rumelhart and Donald A. Norman. Simulating a Skilled Tvpist: A Swdv o -
Skilled Cognitive-Motor Performance. May 1981. Also published in Cogninive Science S
6, pp. 1-36, 1982.

ONR-8103. Donald R. Gentner. Skilled Finger Movements in Typing. July 1981,

ONR-8104. Michael 1. Jordan. The Timing of Endpoints in Movement. November 1981.

ONR-8105. Gary Periman. Two Papers in Cognitive Engineering: The Design of an [rterfuie i
Programming System and MENUNIX: A Menu-Based Interface 10 UNIX (User Muanuai.
November 1981. Also published in Proceedings of the 1982 USENIX Conference. San
Diego, CA, 1982.

ONR-8106. Donald A. Norman and Diane Fisher. Why Alphabetic Keyboards Are Not Easv 1o Use
Keyboard Layout Doesn’t Much Matter. November 1981. Also published 1n Human
Factors, 24, pp. 509-515, 1982.

ONR-8107. Donald R. Gentner. Evidence Against a Central Control Model of Timing in Tspiny.
December 1981, Also published in Journal of Experimental Psvchologv: Human
Perception and Performance. 8, pp. 793-810, 1982.
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ONR-8201.

ONR-8202.
ONR-8203.

ONR-8204.

ONR-8205.

ONR-8206.
ONR-8207.

ONR-8208.

ONR-8301.

ONR-8302.

Jonathan T. Grudin and Serge Larochelle. Digraph Frequency Effects in Skilled
Typing. February 1982.

Jonathan T. Grudin. Central Control of Timing in Skilled Typing. February 1982.

Amy Geoffroy and Donald A. Norman. Ease of Tapping the Fingers in a Sequence
Depends on the Mental Encoding. March 1982.

LNR Research Group. Studies of Typing from the LNR Research Group: The role of
context, differences in skill level, errors, hand movements. and a computer simulation.
May 1982. Also published in W. E. Cooper (Ed.), Cognitive aspects of skilled
typewriting. New York: Springer-Verlag, 1983.

Donald A. Norman. Five Papers on Human-Machine [nteraction. May 1982. Also
published individually as follows: Some observations on mental models, in D. Gentner
and A. Stevens (Eds.), Mental models, Hillsdale, NJ: Erlbaum, 1983; A psychologist
views human processing: Human errors and other phenomena suggest processing
mechanisms, in Proceedings of the International Joint Conference on Artificial
Intelligence, Vancouver, 1981; Steps toward a cognitive engineering: Design rules based
on analyses of human error, in Proceedings of the Conference on Human Factors in
Computer Systems, Gaithersburg, MD, 1982; The trouble with UNIX, in Daramation.
27.12, November 1981, pp. 139-150; The trouble with networks, in Datamation, January
1982, pp. 188-192.

Naomi Miyake. Constructive Interaction. June 1982.

Donald R. Gentner. The Development of Typewriting Skill. September 1982. Also
published as Acquisition of typewriting skill, in Acta Psychologica, 54, pp. 233-248,
1983,

Gary Perlman. Natural Artificial Languages: Low-Level Processes. December 1982.
Also published in The International Journal of Man-Machine Studies, 20, pp. 373-419,
1984.

Michael C. Mozer. Letter Migration in Word Perception. April 1983. Also published in
Journal of Experimental Psychology: Human Perception and Performance, 9, 4, pp. 521-
546, 1983.

David E. Rumelhart and Donald A. Norman. Representation in Memory. June 1983. To
appear in R. C. Atkinson, G. Lindzey, & R. D. Luce (Eds.), Handbook of experimental
psychology. New York: Wiley (in press).
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